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Abstract:

Big data has been widely characterized by 3V's: high volume, high velocity, and high
variety. Due to its quantitative (volume and velocity) and qualitative (variety) challenges,
big data to the users resembles something like "the elephant to the blind men". It is
imperative to enact a major paradigm shift in data mining and learning tools so that
information from diversified sources must be integrated together to unravel information
hidden in the massive and messy big data and, metaphorically speaking, that the blind men
may "see" the elephant.

This talk addresses yet another important "V"-paradigm: "Visualization". Visualization tool
is meant to supplement (instead of replace) the domain expertise (e.g. a cardiologist). It
provides a big picture to help users formulate critical questions and subsequently postulate
heuristic and insightful answers.

Quantitatively, it is vital to address is the curse of high feature dimensionality causing
concerns on computational complexity and over-training. In this talk, we shall explore
various projection methods for dimension reduction - a prelude to visualization of vectorial
and non-vectorial data. For unsupervised learning data, Principal Component Analysis
(PCA) has been the primary projection tool for visualization. PCA may be extended to
"Multiple Discriminant Analysis" (MDA), amenable for supervised learning applications.
Furthermore, we shall develop a "Discriminant Component Analysis" (DCA), which may be
viewed as the PCA in the newly introduced Canonical Vector Space (CVS). Based on our
experimental, DCA far outperform PCA, both numerically and visually. (If time permits, we
shall also show why is DCA is also promising for privacy preserving for cloud and internet
processing of personal data.)

Qualitatively speaking, "variety" refers to the fact that big data are often messy and,



moreover, they are often imprecise and incomplete. In order to unravel information hidden
in the massive and messy big data, we shall explore kernel learning machine for non-
vectorial or incomplete data. More specifically, we shall extend PCA/DCA to kernel
PCA/DCA, by introducing a partial correlation kernel function meant for incomplete data
analysis. Based on the experiments we have conducted, the partial correlation kernel seems
to perform favorably when compared with the (imputed) Gaussian RBF kernel function.
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